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Abstract

Recent years, light therapy has been proved to be a promising treatment. Generally light has an important component that influences on sleep and a significant efficacy on the symptoms of cancer, wound healing and infection. In this paper, we propose a novel light therapy system that automatically estimates user’s emotional states from real-time facial expression recognition via a convolutional neural network, then provides color compositions learnt by probabilistic latent semantic analysis and lights to the user via Bluetooth. The proposed system consists of a web camera, emotion predictor, color recommender, light controller, and smart bulb. From the web camera, the emotion predictor estimate user’s facial expression during 10 seconds, and then color recommender suggests the proper colors according to the user’s dominant emotion. Finally, lighting controller sends the signal to the smart bulb via Bluetooth. The color of the bulb is changed by the proposed system. The proposed system can applied to various domains: interior design, psychological counseling and smart home.
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# I. Introduction

Recent years, light therapy has been proved to be a promising treatment for various problems and shown inclusive results [1]. Generally, light has an important component that influences on sleep and a significant efficacy on the symptoms of cancer, wound healing and infection. Therefore, it is essenatial for automatically estimating the user’s emotional states and recommend the appropriate colors and reveal the colors using smart bulbs.

In this paper, we propose a novel light therapy system that automatically estimates user’s emotional states from real-time facial expression recognition, then provides color compositions and lights to the user via Bluetooth. The proposed system consists of a web camera, emotion predictor, color recommender, lighting controller, and smart bulb. From the webcam, the emotion predictor estimate user’s facial expression during 10 seconds, and then color recommender suggests the proper colors according to the user’s dominant emotion. Finally, lighting controller sends color information to the smart bulb. The color of the bulb is changed by the proposed system.

The proposed system can applied to various domains: interior design, psychological counseling and smart home.

# II. Prototype of the Proposed System

The goal of the proposed system is to automatically estimate user’s emotional state, and then provide the proper colors of a smart bulb to the user. For this, the proposed system consists of a web camera, emotion predictor, color recommender, light controller, and a smart bulb. Figs. 1 shows the overview of the proposed system.

Given streaming from web camera, the emotion predictor first detects user’s face and then predicts the probability of user’s facial expression via a convolutional neural network. During 10 seconds, the proposed system calculate the dominant emotion among seven emotions such as happy, angry and sadness.

The color recommender recommends the appropriate color according to user’s dominant emotion. It can also provide color compositions that are learnt by probabilistic latent semantic analysis. These are set by user’s preference. The estimated color compositions are transferred by the light controller. The light controller sends the signal to the bulb via Bluetooth. According to the number of installed bulb, the light controller transfer different signals that send one color or composited colors in the predefined palette. Bulb reveals lights to the user. The proposed system can provide therapy to the user and be applied to various domain such as smart phone, mental healthcare, interior designs and etc.



Figure 1. Overview of the proposed system.

# II. Emotion Recognizer

This module recognizes user’s facial expression from streaming and estimates their dominant emotion in real-time. Thus, it first detects face region in an input image using Adaboost algorithm and then analyzes facial expression using a convolutional neural network. These results are accumulated during 10 seconds. Finally, it can estimate the dominant emotion of the user.

To represent user’s emotion, various emotional domain is used such as Rushell’s emotions [2], Ekman’s basic emotions [3], Plutchik’s wheel [4] and Kobayashi’s affective words [5]. Among them, we employ Ekman’s basic emotions that consist of three positive emotions and three negative emotions; {anger, disgust, fear, happy, sad, surprise, and neutral}.

In order to analyze facial expression of the user, it first detects face regions from a given image. Face detection has been widely investigated two decades. An efficient object detection approach using cascade classifiers has been proposed by Viola and Jones [6], which is Adaboost algorithm. Adaboost algorithm is a machine learning based approach where a cascade function is trained from a lot of positive and negative images, has been used by many researchers. In this work, Adaboost algorithm is used to detect face candidates in the image. Among the candidates, it localizes the largest one as user’s face. Figure 2 shows results from Adaboost algorithm for face detection. As shown in Figs. 2, it can accurately detect user’s face despite of user’s face rotation.

|  |
| --- |
| 4450 |

Fig. 2 Examples of face detection results.

In this module, we employ a Convolutional Neural Network that has been used to recognize user’s emotion. Recently, CNN-based approaches have showed comparable performance to human on various classification tasks. Here, we used a trained network [7-8] which fine-tuned pre-trained CaffeNet model using a large face recognition dataset [9], which contains a total of 494,414 face images from 10,575 subjects. In the CaffeNet model, the same layers were used with the original model except for the number of output node at last layer that was set to 7. Figure 4 shows the results of the emotion recognition. Figs. 3(a) indicates face detection results and Figs. 3(b) represent the distribution of the predicted emotions, respectively.

In order to determine user’s dominant emotions, we accumulate the prediction results during 10 seconds. The accumulation time is set by the experiment. During 10 seconds, the most frequent emotion is selected as the dominant emotion. Given the dominant emotion, the proposed system find the proper light colors according to the user’s emotional state and send light controller that can control bulb’s color via Bluetooth.

|  |  |
| --- | --- |
|  |  |
|  |  |
| (a) | (b) |

Fig 3. Example of emotion recognition results.

# III. Color Recommender

Given user’s dominant emotion, the proposed system recommends the proper colors to the user based on conventional color therapy and color compositions learnt by probabilistic latent semantic analysis (pLSA).

The colors based color therapy have been proposed based on [1,5] and widely used in various applications such as interior design, mental healthcare, etc. They provide the appropriate color depending on user’s emotional status. Table 10 shows the used colors defined in color therapy [10-11].

The proposed system extends the color into their combinations to provide various colors to the user related to their emotional state. Thus, we map the conventional color therapy into a different affective model that can be easily applied to other domains.

In order to annotate human affects, several affective models have been defined. Among them, Kobayashi’s affective model has been widely applied to various domain such as web design, textile, fashion, etc [5]. The affective words in the model are composed of {pretty, colorful, dynamic, gorgeous, wild, romantic, natural, graceful, quiet, classic, dandy, majestic, cool, pure, and modern}. The affective words are mapped based on effects from traditional color therapy. The mapped affects are described in Table 1.

Table 1. Kobayashi’s affects mapped from color therapy.

|  |  |  |
| --- | --- | --- |
|  | Color Effects | Mapped affects |
| Anger | Broad mind, Liberation | Cool, modern |
| Disgust | Peace, Stability, Calmness | Cool, natural |
| Fear | Reinforcement, Bright, Harmony | Pretty, Romantic |
| Happy | Comfort, Nature, Young | Pure, Romantic |
| Sadness | Recovery, Bounce, Warm | Dynamic, Gorgeous |
| Surprise | Stability, Relax, Calmness | Cool, quiet |
| Neutral | Wisdom, Aesthetic | Natural |

Kobayashi et al. have defined manually relations between colors and the affective words through market survey. However, in order to estimate hidden contexts between colors and the affective works, we first collect ground truth data from crawled Photo.Net images, perform user survey to generate the affective labels. Then, we extract color compositions that is group given image into regions similar colors, selects seed regions that locates the center of the image and have large areas among entire regions, and finally combine three colors that one is from one seed region and two its neighbor regions. The extracted color compositions are quantized into the occurrence vector that consists of 592 color compositions. In order to find the relationship between the color compositions and the affects, probabilistic latent semantic analysis is utilized.

To learn the pLSA model [12], a *term*-*document* matrix should be computed as a prerequisite. The $n(d\_{i}, w\_{j})$ means the number of the visual feature $w\_{j}$ occurred in the image $d\_{i}$. The occurrence vector ($n\left(d\_{i}, w\_{1}\right), n\left(d\_{i}, w\_{2}\right), …, n(d\_{i}, w\_{j})$) of $d\_{i}$ is normalized using *L1*-norm. Thus, the pLSA model is trained by an expectation maximization (EM) algorithm. We train the pLSA to estimate$ P(w\_{j}|z\_{k})$ the probability of a sentiment given the current image as the scale and$ P\left(d\_{i}\right)$, the probability of a sentiment given the current image as the ground truth.

**E-step**: The probabilities of sentiments given the observations $P\left(z\_{k}|d\_{i}, w\_{j}\right)$ are computed from the previous estimate of the model parameters (randomly initialized).

$$P\left(z\_{k}|d\_{i}, w\_{j}\right)∝ \frac{P(z\_{k}|d\_{i})P\left(z\_{k}\right)}{\sum\_{z\in Z}^{}P\left(d\_{i}\right)P(w\_{j}|z\_{z})}$$

**M-step**: The parameter $P(w\_{j}|z\_{k})$ are updated with the new expected values$ P\left(z\_{k}|d\_{i}, w\_{j}\right)$.

$$P\left(z\_{k}\right)∝ \frac{\sum\_{j\in W}^{}n\left(d\_{i}, w\_{j}\right)P\left(z\_{k}|d\_{i}, w\_{j}\right)}{\sum\_{j\in W}^{}\sum\_{i\in D}^{}n\left(d\_{i}, w\_{j}\right)P\left(z\_{k}|d\_{i}, w\_{j}\right)}$$

$$P\left(d\_{i}\right)∝ \frac{\sum\_{j\in W}^{}n\left(d\_{i}, w\_{j}\right)P\left(z\_{k}|d\_{i}, w\_{j}\right)}{n\left(d\_{i}\right)}$$

In this work, the pLSA learning is separately performed, thus two scales are generated for the respective color compositions and SIFT-based features. Figure 4 shows scales generated by pLSA learning, where *x*-coordinate is the visual features from 592 color compositions and *y*-coordinate is Kobayashi’s sentiment, respectively. The brighter cells mean that the visual features have the high relationship with the corresponding to the affect.



Fig. 4 Correlation between color compositions and Kobayashi’s affects.

The color compositions estimated by the proposed system are shown in Table 2. Top-20 color compositions are extracted by highly correlated in mapped affects. As can be seen in Table 2, color defined in the existing color therapy are included in the color compositions.

Table 2. Used color and color compositions depending on user’s emotional state.

|  |  |  |
| --- | --- | --- |
| Emotion | Color | Color compositions learnt by pLSA |
| Anger |  |                     |
| Disgust |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\52.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\59.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\70.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\233.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\249.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\291.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\528.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\537.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\686.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\689.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\844.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\938.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1017.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1046.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1059.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1103.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1110.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1156.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1069.bmp |
| Fear |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\39.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\58.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\97.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\208.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\234.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\245.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\251.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\368.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\508.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\531.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\630.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\854.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1063.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1069.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1109.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1115.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1118.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1160.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1165.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1166.bmp |
| Happy |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1000.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\342.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\350.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\343.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1090.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\367.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\368.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\386.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\354.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\353.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\344.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\342.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\38.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\20.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\111.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\119.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\457.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\568.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\23.bmp |
| Sad |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\22.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\21.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\180.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\72.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\23.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\19.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\0.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\25.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\244.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\234.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\235.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\216.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\241.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\240.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\112.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\111.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\121.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1090.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1084.bmp |
| Surprise |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\386.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\396.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\52.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\80.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\84.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\479.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\136.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\150.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\795.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\452.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\490.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\737.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\820.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1038.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1059.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1102.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1116.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1132.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1155.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1162.bmp |
| Neutral |  | C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\47.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\59.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\126.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\363.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\369.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\370.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\400.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\416.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\537.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\681.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\689.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\715.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\716.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\724.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1046.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1110.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1151.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1156.bmp C:\Users\Yaohui\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1103.bmp |

# IV. Light Controller

The proposed system uses Bluetooth to transfer the color signal for a smartbulb [13]. Similar to a general smart bulb, which is controlled by the palette passed to the predefined colors, a toggle is used to send the color signal to the bulb via Bluetooth. Fig 5 shows the example of controlled bulb by light controller.



Fig. 5 Example of light control according to user’s state ‘Happy’.

# V. Conclusion

In this paper, we proposed a novel light therapy that automatically estimates user’s emotional states from real-time facial expression recognition, then provides color compositions and lights to the user via Bluetooth. The proposed system consists of a web camera, emotion predictor, color recommender, light controller, and smart bulb. From the web camera, the emotion predictor estimate user’s facial expression during 10 seconds, and then color recommender suggests the proper colors according to the user’s dominant emotion. Finally, lighting controller send the signal to the smart bulb via Bluetooth. The color of the bulb is changed by the proposed system. The proposed system can applied to various domains: interior design, psychological counseling and smart home. The proposed system needs some improvements including (1) verification of the generalizability of the proposed system for users as light therapy, and (2) increasing the number of colors that can appear smart bulb.
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